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ture of Bi+ and [BijI3+. %3th this fixed point and the 
spectrum of B i t  on a molar absorptivity scale, we cal- 
culated the absorbance of Bif in the mixture a t  all 
wavelengths and subtracted the result from the total 
absorbance to get the absorbance of [Biz l a + .  Having 
determined the concentration of [Biz l a +  in the mix- 

ture, we converted absorbance to molar absorptivity. 
4 spectrum calculated in this n-ay is given in Figure 8. 

Acknowledgment.-\Ye record our thanks to Jorulf 
Brynestad, who repeatedly clarified our thinking dur- 
ing the course of this investigation. 
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The theory of ligand field splittings of p2," configurations and of the relative intensities of p2  c) p2 electric dipole transitions 
has been developed and is here reported. Thc  previously published spectrum of Bi- in molten salt media is rationalized 
very well by  this theoretical model with regard to  both the positioris of the experimental bands and their relative intensities. 

Introduction Theory 
In a recent communication we reported the prepa- 

ration of Bi+ in molten salt media and asserted that its 
near-infrared and visible absorption spectrum could 
be accounted for in terms of Gp2 c) 6p2 intraconfigura- 
tional transitions with the 6p2 states perturbed by ligand 
fields of less than cubic symmetry In the present 
paper we shall justify this assertion by developing the 
ligand field theory of p2,4 tj p2,4 electric dipole transi- 
tions and showing that i t  rationalizes the experimental 
results very n-ell. Quite recently the ultraviolet 
spectrum of Bi+ in a molten salt medium has been 
r e p ~ r t e d , ~  and, as n-e shall show, these new results 
also are in excellent agreement with the theoretical 
model. It seems reasonable, therefore, to speak of 
bismuth(1) in the molten salt systems as having a par- 
tially filled p shell of electrons even though the exact 
nature of Bi+-ligand bonding remains unknom n. 

So far as we know, the only previous attempt to deal 
with a partially filled p shell in terms that relate to our 
work was a very qualitative interpretation4-' of the 
spectrum and magnetic susceptibility o€ 1% hat IT a5 once 
believed to be I+ Ti-ith the configuration 5p4. 
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Our experimental information on Bi+ is confined to 
its absorption spectra in the AlC13-NaCl and ZnCl2-KC1 
eutectics as solvents and its stoichiometric formula 
with respect to bismuth. The data3 for the spectrum 
of Bi+ in the A1Cl3-NaCl eutectic are presented in 
Table I together with some theoretical quantities that 
will be explained later. I n  this table fi denotes the 
wavenumber position of a band, and ,f denotes its oscil- 
lator strength. 

In  the development that follows. i t  is not necessary 
to make any specific assumptions regarding the identi- 
fication of the ligands or their mode of bonding to Bi.+. 
Nevertheless, in the case of Bi+ the central bismuth 
atom is coordinated to something, and i t  seems likely 
that the ligands are chloroaluminate ions in the A1Cl3- 
NaCl eutectic and chlorozincate ions in the ZnC12- 
KC1 eutectic. The only other possible ligands are 
chloride ions unattached to aluminum or zinc, but these 
have a very low concentration because the chloro- 
aluminate and chlorozincate ions present are un- 
saturated with respect to chloride. Although we 
have no experimental information on coordination 
geometry, theoretical progress proves possible by mork- 
ing from general geometrical considerations. 

The free Bi+ ion has the configuration 6p2 with 3 P ~ ~  
as ground state.8 Table I1 lists positions of intra- 
configurational excited states as obtained from meas- 
u r e m e n t ~ ~  and as calculated from tbe Slater-Condon- 
Shortly model using Fz = 1175 cm-l and X = 5840 

(8) We follow cm,vention am1 use t h e  liur~.rll-Sailiiilet's n( i t : i t i i~i~ t i 1  

designate free-ion states e\.en though the  strong spin-orbit coupling I<,,-ct.s in 
bismuth prevent S a n d  L from being good quantum numbers (except fo r  the 
 PI state). 

(9) C. E. Xoore,  National Bureau uf Standards Circular 467, Vol. 111, 
U. S. Government Printing Office, Washington, 13. C . ,  19.58, p 221. 
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-Medsd-- 
10-3;, 
cm-1 104f 

11.1 0.7 

14.4 4.5 

15.2 5 

17.1 37 

30.0 0.3 

32.5 1.5 

TABLE 1 
BAND POSITIONS AND STRENGTHS, MEASURED AND CALCULATEDa 

,-B~? = o--- 

Jz cm-' Sa 

------IB221 = 890 cm-l------- ,---]&?~ = 1780 cm-l----------. 
IO-a;, SI and 10-33 ,  ---B2Z(+)--  --B22(-)-- lO-3;, 7B@(+)-- 7B+( - )~ - -  

s1 S3 SI S3 cm-1 SI Sa ?I s3 

11.1 0.01 0.22' 0.03 0.04 11.0 0.01 0 . ~ 1 ~  0.02 0.03 
It' 11" 0'02 0.04 0.05 0.01 0.23 11.3 0.05 0.07 0.02 0.23 
0 14.3 0 14.3 0.03 0.01 0.03 0.01 14.1 0.07 0.03 0.07 0.03 

15.3 0.55 0.90 0.51 0.80 15.3 0.58 0.95 0.48 0.78 ** 15'3 0'53 {15,4 0.50 0.20 0.50 0.20 15.6 0.46 0.18 0.46 0.18 
17.0 0.44 17.0 0.43 0.41 0.46 0.48 17.0 0.41 0.36 0.48 0.52 

17.1 0.23 0.05 0.70 0.88 17.1 0.23 0.04 0.69 0.87 
17.3 0.71 0.90 0.24 0.05 17.4 0.71 0.90 0.23 0.05 
30.7 0.33' 0.34 0.33 0.36 30.5 0.82' 0.33 0.33 0.35 
31.0 0.34 0.32 0.34 0.32 31.0 0.34 0.32 0.34 0.32 

0 31.2 0 31.5 0.32 0.33 0.31 0.32 31.8 0.32 0.33 0.32 0.33 
0.83 0.31 0.41 32.0 0.33 0.33 0.31 0.42 

il 32.2 O . a l  {:::: :::; 0.J 0.32 0.33 32.6 0.31 0.41 0.32 0.33 

The calculations used F2 = 1056 cm-', X = 5360 cm-l, and Boz = 8074 cm-l. The notation 0.32, for example, means 0.0002. 

TABLE I1 
FREE-ION ENERGY LEVELS OF Bi+ FOR THE 6pz CONFIGURATION 

Level Measd, cm-1 Calcd,Q cm-* 

3P0 0 0 
3P1 13,324 13,268 
3 P ~  17,030 17,272 
'Dz 33,936 33,834 
'SO 44,173 44,161 

5 For Fz = 1175 cm-l and X = 5840 cm-'. 

cm-l. These parameters were chosen to give a best 
fit to the spectrum. A comparison of these energy 
levels with the experimental band energies in Table I 
shows some noteworthy similarities. In particular, 
To tf ID2 lies near the ultraviolet-band group while 
3P0 tf 3P1 and 3Po c-f 3P2 lie among the near-infrared 
and visible bands, and ++ 3P2 almost coincides with 
the strongest band in the spectrum. This comparison 
led us to consider the possibility that the solution spec- 
trum of the Bi+ complex might arise from intracon- 
figurational 6p2 t+ 6p2 transitions split by the ligand 
field. We tested this idea within the approximations 
provided by the conventional ligand field model of 
intraconfigurational transitions as described below. 
Although this model has previously been developed in 
elaborate detail for dN t+ dN and f N  - f" transi- 
tions, i t  has not, to our knowledge, been worked out 
in a quantitative way for pN tf pN spectra. 

Our approach to the problem was the following. 
Using standard techniques we set up the matrix corre- 
sponding to the ligand field Hamiltonian for two elec- 
trons (or two p-electron holes, i.e., electron configura- 
tion p4). This matrix used the entire basis set of 15 
states for a p2 configuration because effects due to 
spin-orbit coupling proved comparable to those due to 
the ligand field potential. If such a matrix were to 
apply to situations of arbitrary coordination geometry, 
i t  would contain seven Undetermined parameters. 
These parameters would be a spin-orbit coupling con- 
stant, an electron-repulsion integral, and five parameters 
that describe the effect of the ligand field potential. 
These are too many parameters to be determined from 
our data. However, we found from symmetry con- 
siderations that  only two potential parameters are re- 

quired to describe the effects of ligand fields due to 
almost all of the plausible coordination geometries. 
Therefore, we assumed that only two potential param- 
eters are required, and this assumption led to a matrix 
with four undetermined parameters. 

The theory was completed by setting up equations for 
relative transition intensities in terms of the eigen- 
vectors of the matrices. Obviously, relative intensities 
computed on the basis of the ligand field model are 
approximate and must be used with caution. Never- 
theless, we found them to be very helpful in assigning 
transitions. 

The final step was to vary the four parameters in the 
model to see how well the theory fitted the data. Val- 
ues of the parameters were found that rationalized the 
principal features of the spectrum in a very satisfactory 
way. 

Ligand Field States for the p2 Configuration.- 
The energy levels of a p2 configuration within the ligand 
field approximation are obtained by diagonalizing the 
matrix corresponding to the Hamiltonian 

e2  
112 i = l  

2 

(1) H = - + C((rc)si.li  + v 
In this expression the first term describes the electro- 
static repulsion between the two p electrons, the second 
describes their spin-orbit coupling, and the last de- 
scribes the effect of a ligand field potential having the 
symmetry of the local static environment about the 
ion in question. In setting up the matrix correspond- 
ing to this Hamiltonian, we used the entire basis set of 
15 states for a p2 configuration and performed a simul- 
taneous diagonalization. 

The ligand field potential in eq 1 may be expressed 
in terms of tensor operators as 

where i is summed over the two electrons of the ion.1D 
Since we are dealing with p electrons, only those 
terms for which k equals 2 need be retained so that  we 

(10) See, for example, B. G. Wybourne, "Spectroscopic Properties of 
Rare Earths," Interscience Publishers, Inc., New York, N. Y., 1965. 
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have five potential parameters of the form Bm2. These 
five parameters describe the effect of an arbitrary ligand 
field on a pure pN configuration. The fact that no other 
potential parameters occur signifies that the ligand field 
potential must have a symmetry lower than cubic 
in order to split the terms of a pure p” configuration. 
Th.is fact raises the possibility that the Bi+ ion might be 
used to probe noncubic environments in crystals. 

Examination of the properties of the symmetry point 
groups indicates the plausibility of a reduction in the 
number of potential parameters. For ligand field sym- 
metries that  belong to c,,, Dmhr or one of the 32 crystal- 
lographic point groups other than C1 or C i  (= SZ), the 
parameters B-lZ and B12 vanish while B L 2  and BZ2 are 
equa1.l’ We neglect the C1 and C i  point groups and 
suppose that the bismuth(1) complex approximates one 
of the remaining 32 geometries. Thus vie assume that 
only the real parameters Bo2 and B22 are required to 
describe the effect of the ligand field potential to within 
an adequate approximation, and we write the potential 
in eq 2 as 

2 

i = l  
I/ = {Bo2(Co(2))i + B2*[(Cz(’))i + (C-Z‘”)~] ] (3)  

It is interesting to note that if Bo2 is the only nonzero 
potential parameter, then DZh, D2, C2h, cZv, and c2 are 
excluded from the above list of possible point groups. 

In  order to calculate the matrix corresponding to the 
Hamiltonian in eq 1, we used the Russell-Saunders 
states as the basis set. These states mill be designated 
as lp2SLJJ,). With this basis set and the ligand field 
potential expressed by eq 3, the matrix factors into two 
matrices, one of dimension 6 and the other of dimen- 
sion 9. These matrices were constructed using stand- 
ard tensor operator methods and the reduced matrix 
elements tabulated by Nielson and Koster. l2  The non- 
vanishing matrix elements are listed in Table I11 where 
F2 is the Slater electron-repulsion integral, X is the spin- 
orbit coupling constant (equal to half the Condon- 
Shortly spin-orbit coupling constant), 3c = Bo2/10, 
and y = B2’/(5.\/3), The two submatrices may be con- 
structed from this table. 

Note that the matrix elements in Table I11 can also 
be used to treat the ligand field problem of the p4 con- 
figuration by replacing X with - A  and leaving all other 
quantities unchanged. 

For given values of the parameters F2, A, Bo2, and BZ2, 
diagonalization of the matrices yields their eigenvalues, 
E,, and eigenvectors, ‘i), which are the ligand field 
approximations to the energy levels and states of a p2 
configuration. The transition energies to be com- 
pared with the spectrum of Bi+ are, of course, hc? = 

AEi = E ,  - Eo, where Eo is the lowest eigenvalue. 
The ligand field states (eigenvectors) are linear com- 
binations of Russell-Saunders states, namely 

1;) = CU,(SL J J ~ )  jp2s~ JJ,) (4) 
(11) See Table 5 of J. L. Prather, National But-eau of Standards Mono- 

graph 19, I?. S. Government Printing Office, Washington, D. C., 1961 
(12) C. W. h-ielson and G. F. Koster, “Spectiuscopic Coefficients for the 

p9, dlv, and fN Config-ui-ations,” hlassachnsetts Inst i tute  of Technology 
Press, Cambridge, RIass., 1963. 

TABLE I11 
THE KOWASISHISG HAMILTONIAN MATRIX ELEMESTS FOR TIIE 

LIGASD FIELD MODEL DESCRIBED IN THE TEXT 

1 1  1 - 1  1 1  1 - 1  
1 1 1 - 1 1 1 1  1 
1 1  1 - 1  1 1  2 - 1  
1 1 1 - 1 1 1 2  1 
1 1 1  1 1 1 1  1 
1 1 1  1 1 1 2 - 1  
1 1 1  1 1 1 2  1 
1 1 2 - 1 1 1 2 - 1  
1 1 2 - 1 1 1 2  1 
1 1 2 - 1 0 2 2 - 1  
1 1 2  1 1 1 2  1 
1 1 2  1 0 2 2  1 
0 2 2 - 1  0 2 2 - 1  
0 2 2 - 1 0 2 2  1 
0 2 2  1 0 2 2  1 
1 1 0  0 1 1 0  0 
1 1 0  0 1 1 2 - 2  
1 1 0  0 1 1 2  0 
1 1 0  0 1 1 2  2 
1 1 0  0 0 0 0  0 
1 1 1  0 1 1 1  0 
1 1 1  0 1 1 2 - 2  
1 1 1  0 1 1 2  2 
1 1 2 - 2 1 1 2 - 2  
1 1 2 - 2 1 1 2  0 
1 1 2 - 2 0 2 2 - 2  
1 1 2  0 1 1 2  0 
1 1 2  0 1 1 2  2 
1 1 2  0 0 2 2  0 
1 1 2  2 1 1 2  2 
1 1 2  2 0 2 2  2 
0 2 2 - 2  0 2 2 -2 
0 2 2 - 2 0 2 2  0 
0 2 2 - 2 0 0 0  0 
0 2 2  0 0 2 2  0 
0 2 2  0 0 2 2  2 
0 2 2  0 0 0 0  0 
0 2 2  2 0 2 2  2 
0 2 2  2 0 0 0  0 
0 0 0  0 0 0 0  0 

-5F2 - x - x 

- Y  
- 3 X  

- 5 F :  - x - x 

3 X  
- 5 F ?  + x - x 

- 6 3 Y  

t’3 Y 

6 3  3’ 
\/2X 
- 5 F >  + x - X 

F? v’2 + x 22 

- 2 4 3 ~  
Fz + 22 
-5F2 - 2x 
2 Y 
2 d 2 X  

2Y 
- 2 
-5F2 - x + 2 x  
v ’ 6 ~  

- 5 F 2  + x + 2 x  
- 6 6 Y  

J 2  4 
v’2 x 

V5Y 
d2x 

-5Pz t x - 2X 

-5F2 + x +- 2 X  
J 2 x  
F2 - 42 

- 4Y 
F2 + 4 X  

- 2 d z u  

- 2 d 2 Y  
-4dW 
Fz - 4x 
- 4 y  
1OFz 

In  this expression the sum is over the set of quantum 
numbers SLJJ, .  These ligand field states TI ill be used 
below in an analysis of the electric dipole intensities of 
bands of the Bi+ complex. 

Electric Dipole Intensities.-In order to  carry out an 
analysis of the spectrum of Bi+ we found it necessary 
to use transition intensities as a guide to help in choos- 
ing between some alternative assignments. Since the 
observed bands had oscillator strengths on the order of 

or greater (see Table I), we assumed the magnetic 
dipole and electric quadrupole mechanisms to be un- 
important and computed transition intensities on the 
basis of the electric dipole process alone. 
In order for an electric dipole transition to occur he- 

tween the p2 states, all of which have odd parity, ad- 
mixing with even-parity states must occur. Thc most 
obvious source of such admixing is the absence of an 
inversion center in the ligand field potential due to a 
noncentrosymmetric arrangement of ligands, or vi- 
brational disturbances, or some combination of these. 
During the past decade some aspects of the theory of 
these admixing mechanisms have been developed in a 
detailed and fairly successful way for d” ++ d V  and 

transitions. Our work was an extension of 
this development to the special case of p’* tf p’- tran- 
sitions. The relevant literature is too extensive to 
review here but we call attention to the studies of 

f” ++ f ”  



VoZ. 6,  No. 6, June 1967 LIGAND FIELD THEORY OF p2t4 CONFIGURATIONS 1175 

Judd13 and Ofelt14 of f N  configurations, which we found 
especially helpful. 

Electric dipole matrix elements between two Russell- 
Saunders pN states will be considered first. Then linear 
combinations of these will be taken to obtain the 
matrix elements for pN ligand field states. 

The components of the electric dipole operator are 

( 5 )  

where the sum with respect to i is taken over the N p- 
type electrons, p = 0 is the 7r component, and p = f 1 
are the CT components. Matrix elements of this opera- 
tor between two Russell-Saunders states, namely 

/A) = I p N s ~ ~ ~ , )  ( 6 4  

IB) = [pNS’L’J’Jz’) (6b) 

and 

vanish because of parity. However, if noncentro- 
symmetric interactions exist so that  the ligand field 
potential contains odd-parity terms, Voddj opposite 
parity states will be mixed with the pure pN states 
given by eq 6. We may express the odd-parity part 
of the potential as 

Whether or not a particular x Iq  term occurs and its 
explicit interpretation depend on details of the non- 
centrosymmetric interactions present in the material 
of interest. For example, if a particular X t q  occurs be- 
cause of the geometry of the static environment, then 
xtq = Atq ,  where A z q  is the standard static ligand field 
potential parameter. On the other hand, if the non- 
centrosymmetric interaction is due to small-amplitude 
vibrations, then x Z 4  = CQj(bAtg//bQj), where the Qr 

are the normal coordinates of vibration. We do not 
know enough about the Bi+ complex to identify the 
sources of noncentrosymmetric interaction. However, 
even without specific information on the details of 
ligand geometry, we can make useful comments on 
electric dipole intensities based on the angular momen- 
tum properties of V o d d  in eq 7. 

Under the influence of the perturbation specified by 
eq 7, the states IA) and IB), given in eq 6, are mixed 
with opposite-parity states I a )  to become 

j 

and 

to within first order in V o d d .  The states 1.1) are to be 
regarded as corresponding to the configurations pN-’Z 
and 14’+lpN+l, where 1 has even parity, or to charge- 

(13) B. R. Judd, Phys .  REO., 127, 750 (1962). 
(14) G. S. Ofelt, J .  Chem. Phys., 57, 511 (1962). 

transfer states with the symmetry properties of 1-type 
orbitals. 

The matrix element of the electric dipole operator of 
eq 5 between states IA’) and IB’) yields an unwieldy 
expression that  must be reduced by approximations 
before i t  can be applied to useful intensity considera- 
tions. We adopt the set of approximations introduced 
by Judd13 in which the energy differences in eq 8 are 
replaced by a single, average value AEav.  This per- 
mits the application of a closure-like procedure to the 
evaluation of the sum C(AI Voddla)(cxIPp(l)/B) so that  

the tensor operators, (C,“)) t(c,,(l))j, can be combined into 
a sum over single tensor operators. This leads to a 
simple, compact expression for the electric dipole 
matrix element. Discussion of‘ the approximations 
involved in this procedure for the case of f ”  configura- 
tions is given by Judd13 and Ofelt.14 These approxi- 
mations should be just as valid for pN configurations. 
Therefore, we take Judd’s eq 13 and, applying standard 
tensor operator techniques, adopt i t  to the present 
situation to obtain the following approximation for the 
electric dipole matrix element between the states of eq 5 

a 

In  this expression 

where the sum is over the excited configurations con- 
nected to p N  by V o d d .  The (plrtlZ) are radia: integrals 
that  depend on the radial functions of both the pN and 
excited configurations. In eq 9, the (pNSLI I ?YZ)l 1 
pNSL’) are doubly reduced matrix elements which may 
be obtained from the tabulation of Nielson and Koster. l2  

From the properties of the 3 - j and 6 - j symbols 
that occur in eq 9 and 10, several useful observations 
can be made concerning the parity admixing process 
and the electric dipole selection rules. The original 
pN-configuration states are admixed with configurations 
pN-ll and 14‘+’pN+l, where 1 is s or d. Only those 
terms of I’odd for which t equals 1 or 3 produce parity 
admixing of a type which affects the electric dipole 
matrix element. Furthermore, the following selection 
rules are found to hold, namely: if S is a good quantum 
number, A S  = 0;  if L is a good quantum number, A L  5 
2 ;  and if J is a good quantum number, A J  5 2 when 
J # 0 for both states of the transition, and A J  = 2 
when J = 0 for either state of the transition. Of 
course, for the specific case of Bi+, the strong spin- 
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orbit coupling breaks down the above selection rules 
with respect to L and S. However, even though J 
does not remain a good quantum number in the ligand 
field, we find that in many situations i t  is almost a 
good quantum number so that the AJ  = 2 selection 
rule has considerable value in the interpretation of the 
observed absorption spectrum. (Note that the ground 
state of Bi+ in the complex is approximately 3P0.) 

Our primary interest is, of course, in the electric di- 
pole matrix elements between the ligand field states of 
p2. Since these states may be expressed as linear 
combinations of Russell-Saunders states! the desired 
electric dipole matrix element, obtained from eq 9, is 

with 

X p f p  + J + S+ I-+ J '  - J z  u i (SLJ  Jz) aj (S'L ' J'Jz ') 6 ss ( - 1) 

The transition matrix element in eq 11 is related to the 
oscillator strength, f,,, of the pth component of the 
transition between states i and j through the equationL5 

I n  this expression y is a term that corrects for the effect 
of the refractive index of the medium, and 6 is the wave- 
number of the transition. Experimental oscillator 
strengths (uncorrected for refractive index) are listed 
in Table I. The most significant difference between j,, 
in eq 13 and the experimental values is that  the latter 
are averages over random orientations of the complex 
whereas j p  refers to a specific orientation. Hence, eq 
13 is applied by taking a 1%-eighted sum off, over the 
components p .  

If J and J ,  were good quantum numbers, substantial 
simplifications would result both in the above sum over 
p and in / ( i IP , ,~ '~ l j ) [  2 .  For examples of the simplifying 
procedures see the derivation of eq 16 and 17 in the 
paper by Judd13 and eq 6.56 in Wybourne's book.'O If J 
were a good quantuni number and the J ,  components 
of each J were relatively closely spaced, all oscillator 
strengths for the various J absorption bands of a p.'- 
system could be related to a single parameter. In this 
case thc theory would lead to definite quantitative 
predictions concerning the relative oscillator strengths 
of these absorption bands. However, in the case of the 
Bi+ complex J and J ,  are not sufficiently good quan- 
tum numbers for these simplifying procedures to be 
applicable so that we must examine our relations to see 
how far we can go toward making approximate esti- 
mates of relative intensity. 

In  the expression for the transition dipole matrix 
(15) See, for example. L. J. P .  Broer, C. J ,  Gorter, and  J. Hoogschagen, 

r'hysica, 11, 231 (1948). 

element, eq 11, we can obtain numerical values of the 
Y functions but not of the xl%(t,  2 )  ternis. The Y 
functions are completely determined once values of the 
ligand field parameters, Fzs A, Bo2, and BZ2,  are fixed. 
These parameters can be estimated by fitting transi- 
tion energies, computed from the matrix of the ligand 
field Hamiltonian, to the observed spectra. Further- 
more, there are so many x L 4 E ( t ,  2) terms that  we cannot 
use them as empirical parameters. However, we do 
not expect the contribution of these terms to the os- 
cillator strength to vary by any large amount from one 
transition to another by comparison with the very large 
variation in the Y functions. This expectation rests 
on two facts. First, the Bif complexes should have 
completely random orientations in the liquid solution. 
Second, the temperature is high enough so that we 
reasonably suppose all relevant vibrational modes to 
be excited. Therefore, we shall estimate relative values 
of oscillator strengths from the contribution of the Y 
functions alone. \Ye do not suppose these estimates 
to be very accurate, and we use them with caution. 

Fitting the Theoretical Model to the Spectrum of Bi+ 
Energy levels for the p2 configuration were calcu- 

lated for numerous values of the ligand field parameters 
F2, A, Bo2, and BZ2.  The parameters Fz and X were 
varied over ranges of iX)7c of their free-ion values, 
while Bo2 and Bp2 were both varied over the range of 
* 20,000 cm-'. These calculated energy levels were 
compared with the measured spectrum of Bi+ in the 
AlCL-NaC1 eutectic (see Table I) and several param- 
eter sets were found which fitted the observed band 
positions in a t  least a rough way. Then relative tran- 
sition intensities were estimated for these parameter 
sets by calculating the appropriate Y functions in eq 12. 
From a comparison of these estimated relative intensi- 
ties with the experimental oscillator strengths we x-ere 
able to discard most of these parameter sets as giving 
totally unsatisfactory relative intensities even when 
allowance was made for substantial uncertainties in the 
intensity estimates. These operations gave us rough 
estimates of the region of parameter space that best 
rationalized the data. 

These rough estimates indicate that the near-infra- 
red and visible bands arise from ligand field components 
of the free-ion 3P0 +- 3P1 and 3P0 +- yP2 transitions, 
while the weak ultraviolet bands arise from ligand field 
components of the free-ion 3P0 + 'D transition. 

Finally, a refined fit was made between the model 
and the visible and near-infrared bands to give "best" 
values of the ligand field parameters. This left the 
ultraviolet bands to serve as somewhat of a check on the 
fit. We found that the latter region of the spectrum 
was automatically rationalized quite well once the 
visible and near-infrared region had been fitted. 

Results of computations for parameter sets close to 
the best fit are presented in Table I, which !vi11 be dis- 
cussed in detail belou-. Computed relative intensity 
information is reported in Table I in the form of two 
sums of Y functions, namely 
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and 

S 3  = c [cy(& J ,  3 ,  4, P)I2  (14b) 
P q  

These sums are listed for both positive and negative 
values of Bz2. (It is not practical to list values of 
individual nonzero Y functions because they are so 
numerous.) A linear combination of SI and S3 with 
unknown coefficients should be roughly proportional 
to the observed oscillator strengths. For our purpose 
i t  is sufficient to compare relative values of these sums 
with relative values of measured oscillator strengths. 

The best fit was obtained for lBz2I decidedly smaller 
than Bo2. Therefore, consider the special case in which 
BZ2 is set equal to zero. The energy level pattern for 
this case is illustrated in Figure 1, and the results of 
calculations with best values of F2, A, and Bo2 are listed 
in Table I. Note that  Bo2 is positive so that  we are 
dealing with the right-hand side of the diagram in 
Figure 1. For convenience we shall designate states 
of this diagram by giving the free-ion origin followed 
by the value of J ,  in parentheses. Thus, on the right- 
hand side, 3P1( & 1) designates the first excited state. 
Note that  the value of Bo2 in Table I (8074 cm-') lies 
slightly to the left of the crossing of the 3P1(0)  and 3P2- 
( j= 2) states. As will be seen from Table I, the param- 
eter set F2 = 1056 cm-l, X = 5360 cm-l, Bo2 = 8074 
cm-l, and BZ2 = 0 leads to excellent agreement be- 
tween observed and computed band energies. Al- 
though ultraviolet data were not used in making the fit, 
the ultraviolet bands, a t  30,000 and 32,500 cm-', are 
accounted for very well in terms of the 3Po(0) + 

'D2( f 2) and 3P0(0) + lD2( A 1) transitions predicted 
by the model. The relative intensities of the various 
bands, with a single exception, are rationalized fairly 
well by the calculations in that the strongest bands have 
the greatest Sl and 5 '3  values and the weakest have the 
smallest S I  and S3 values. The exception is the 3P0(0) 
+ 3P1(0) band which would be completely forbidden 
if BZ2 were zero but which is observed to have a signifi- 
cant intensity. 

I t  is clear that if we are to account for the presence 
of the 3P0(0) + 3Pl(0) transition, we must assign B22 a 
finite value. The effect of giving BZ2 relatively small 
values is presented in Table I. Note that  we list re- 
sults of calculations for both positive and negative 
values of B22. The energy values are unaffected by 
this sign change but SI and S3 are varied somewhat, 
although not in a way that  would provide any basis for 
determining which sign is correct. 

For IB221 equals 890 cm-', the calculations show that 
3P0(0) + 3P1(0) has a small relative intensity and five 
of the other transitions are split by about 100-200 em-'. 
When the value of lRz21 is doubled to 1780 cm-', the 
intensity of 3P0(0) + 3P1(0) goes up significantly and the 
band splittings increase to about 300-500 cni-' with 
the largest splittings occurring in the ultraviolet region 
where they are least likely to be resolved because of 
their low intensity. Thus, as we increase lBz21 up to 

5 -  

~ 0 ~ )  I I I I I I I 

- 

nearly 2000 cm-' we find that  the transition in question 
becomes weakly allowed although the S1 and Sa values 
suggest a relative intensity appreciably smaller than 
was observed. We do not regard this discrepancy as 
detracting significantly from an otherwise good fit inas- 
much as SI and S3 are only rough measures of relative 
intensity. For nonzero values of Bz2 various bands are 
computed to split into two components, but for IB221 
less than 2000 cm-' the extent of splitting is too sniall 
to be observed in our spectra. 

One might hope to get a better fit of the relative 
intensities by increasing 1 Bz2/ significantly beyond 
2000 cm-l, but upon doing this, we found that  the band 
splittings increase faster than the relative intensities 
improve so that  this procedure is unsatisfactory. 

We conclude that  the best values of Fz, A, and Bo2 
are those listed in Table I and that  lBZ21 has a relatively 
small but nonvanishing value. We are unable to 
assign a reliable value to /BZ2\ but values on the order 
of 1000-2000 cm-I are probably not grossly wrong. 
The quality of the fit was not significantly altered by 
variations of * 15% in Fz and Bo2, and of f 5% in A. 

It will be seen that F2 and A are reduced to 90 and 
92%, respectively, of their free-ion values. The mag- 
nitude of this reduction is within the range found for 
dN and f N  systems. 

There is no satisfactory basis on which to judge the 
reasonableness of the Bo2 and lB72] values. Neverthe- 
less, we note that  the values reported here are of the 
magnitude of those of Bmk parameters required to fit 
some dN and f N  systems. l6 Furthermore, i t  is interest- 
ing that we computed Bo2 to be positive by applying a 
point-charge model to a complex constructed by packing 
[AICldI- tetrahedra about a Bi+ ion estimated to have 

(16) See, for example, values for SpFs in J. C. Eisenstein a n d  RI. H. L. 
Pryce, Pvoc. Roy .  SOC. (London), A266, 181 (1960). 
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a crystal radius of 0.98 A. Of course one must view 
such point-charge estimates with much skepticism. 

Returning again to Table I, i t  will be found that SI 
and S 3  are much lower for the ultraviolet bands than for 
the infrared bands n hereas experiment shows these 
absorptions to be of more nearly comparable intensity 
even when generous allowance is made for experimental 
uncertainty. LVe note, hen-ever, that  vhen account 
is taken of the p factor in eq 13 and the fact that  the 
excited states of the ultraviolet bands are much nearer 
the admixed opposite-parity states than are the excited 
states of the infrared bands, then the discrepancy be- 
tween estimated and observed relative intensities is not 
so large. 

It wa5 noted previously3 that under special conditions 
a weak shoulder is observed near 12,700 cm-’, which is 
of uncertain origin. Let us suppose that this band 
belongs to the normal spectrum of the Bi+ complcx 
and see how this influences our theoretical analysis. 
What me find is that  by changing F2, A, and Bo2 slightly 
(to 960, 5100, and 8200 cm-I, respectively) and in- 
creasing jB22j substantially (to 5700 cm-l) we can still 
fit the spectrum reasonably well but by no means as 

well as the fit presented in Table I. The band energies 
deviate from the measured value by larger amounts in 
this fitting as compared with the previous one, and the 
calculated relative values of 5’1 and 5’3 for the 12,700- 
cm-l band are much larger than one would expect 
from the measured oscillator strength. Under this 
nexT scheme the ultraviolet bands are assigned to ligand 
field components of the free-ion 3P0 + ID2 transition. 
the weak infrared bands at 11,100 and 12,700 cm-I are 
assigned to ligand field components of the free-ion 3P0 +. 
3P1 transition, while the relatively strong bands a t  
14,400, 15,200, and 17,100 cm-I are assigned to com- 
ponents of the free-ion 3P0 -+ iP2 transition. These iieiv 
assignments are not greatly different from those 
achieved by neglecting the 1 2 , 7 0 0 - ~ m - ~  band. 

%’e have not computed best parameters for the BiT 
complex in ZnC12-KCl but quite clearly the band ab- 
signments and even the ligand field parameters are 
much the same as for Bi+ in XlC13-NaCl. Differences 
between the spectra of B i t  in these two media are 
attributed to differences in the ligands, presumed to be 
chloroaluminate ions in one case and chlorozincate ions 
in the other. 
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Trime‘hyl-, triethyl-, tri-n-propyl-, tri-n-butyl-, and triphenylstibines rcact with a-nmonia-free chloramine or an arnnionia- 
chloramine mixture to  produce compounds of the type [R3Sb(Cl)laNH (I). These compounds readily hydrolyze to [IiaSb- 
(C1)]20 (11). Infrared and proton magnetic resonance studies were carried out on 
compounds of types I and I1 and on a variety of other antimony compounds. Qualitative assignments of infrared bands are 
given. 

Further reactions of I1 are also described. 

In  earlier communications1-3 i t  was reported that 
trialkylamines, trialkylphosphines, and trialkylarsines 
react with chloramine to produce the corresponding 
I, 1,l -trialkylhydrazinium, trialkylaminophosphonium, 
and trialkylaminoarsonium chlorides. Also, the for- 
mation of compounds of the type R3Sb(OH)C1 has been 
reported, 4 , 5  leading one to believe that the corresponding 
R3Sb(NH2)Cl might be obtained by the chloramination 
of the trialkylstibine. Hoirever, other T T O ~ ~ ~ - ~  has 
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(9) G. Doak. G. Long, and  L. Freedman, .I. O?gaitonielal. Cheiit (Amster- 

dam) ,  4,  82 (1965). 
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shown that partial hydrolysis of trialkyl- and triaryldi- 
chlorostibanes gives the anhydride-like compounds 
[R3Sb(Cl) 120 and not the hydroxy chlorides. This 
communication describes the results of the reaction of 
chloramine with various trialkylstibines and triphenyl- 
stibine. The hydrolysis of these products and their 
reaction with either aqueous or gaseous hydrogen chlo- 
ride are also described. 

Experimental Section 
Materials.-Tri-n-butyl- and triphenylstibines were pur- 

chased from &!I & T Chemicals, Inc. The  former was redis- 
tilled and the latter was recrystallized before use. All solvents 
used were reagent grade and were dried and stored over calcium 
hydride. 

The  gaseous mixture of chloramine and ammonia was produced 
by the gas-phase reaction of excess ammonia with chlorine in a 
generator similar to  tha t  described by Sisler and Omietanski .lo 

The solution was freed of ammonia by the  method of Gilson and 

(10) H. Sisler and  G. Omietanski, lii01,g. S y n . ,  5 ,  Q1 (1057) 




